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Abstract: Hydrogen/deuterium isotope effects on hydrophobic binding were examined by means of reversed-
phase chromatographic separation of protiated and deuterated isotopologue pairs for a set of 10 nonpolar
and low-polarity compounds with 10 stationary phases having alkyl and aryl groups bonded to the silica
surface. It was found that protiated compounds bind to nonpolar moieties attached to silica more strongly
than deuterated ones, demonstrating that the CH/CD bonds of the solutes are weakened or have less
restricted motions when bound in the stationary phase compared with the aqueous solvent (mobile phase).
The interactions responsible for binding have been further characterized by studies of the effects of changes
in mobile phase composition, temperature dependence of binding, and QSRR (quantitative structure—
chromatographic retention relationship) analysis, demonstrating the importance of enthalpic effects in binding
and differentiation between the isotopologues. To explain our results showing the active role of the
hydrophobic (stationary) phase we propose a plausible model that includes specific contributions from
aromatic edge-to-face attractive interactions and attractive interactions of aliphatic groups with the  clouds
of aromatic groups present as the solute or in the stationary phase.

Introduction hydrophobic effects in general and, simultaneously, of the RPLC
Reversed-phase, high-performance liquid chromatographyseparaﬂon process should be accessible through further study

(RPLC) involves transfer of solute from a polar, aqueous mobile ©f RPLC isotope effects over a wider range of stationary phase

phase to a nonpolar, hydrophobic stationary phase. PartitioningStructures, solute structures, and mobile-phase compositions.

between mobile and stationary phase has been shown to be the Hydrophobic interactions play a key role in determining the

predominant retention mechanism, and thus RPLC constitutesStructure and function of lipid membrafiesd proteinsas well

a useful model of hydrophobic effects that are of great as the activity of the drugs and toxihg Several techniques for

importance in biology and chemistry. The opportunity exists to ) .
(4) See also: Cartoni, G. P.; Ferreti,Jl. Chromatogr.1976 122 287.

capitalize on the very high precision of RPLC to measure isotope (s) (a) Nenethy, G.: Scheraga, H. A. Chem. Phys1962 36, 3382-3400,
effects, which constitute a unique probe of molecular interac- 3401-3417. (b) Scheraga, H. Al Biomol. Struct. Dyn1998 16, 447—

. . 460. (c) Tanford, CSciencel978 200, 1012-1018. (d) Tanford, CThe
tions, upon transfer of hydrophobic molecules from an aqueous  Hydrophobic Effect: Formation of Micelles and Biological Membranes,
2nd ed.; Wiley: New York, 1980; and references therein. (e) Kyte, J.
to a nonpolar phgse. . . Biophys. Chem2003 100, 193-202. (f) Southall, N. T.; Dill, K. A.;
We have previously shown the utility of RPLC for highly
precise isotope effect studi&st Advances in understanding of

Haymet, A. D. JJ. Phys. Chem. BR002 106, 521—-533. (g) Southall, N.
T.; Dill, K. A. J. Phys. Chem. R00Q 104, 1326-1331. (h) Huang, D.
M.; Chandler, DJ. Phys. Chem. B002 106, 2047-2053. (i) Hummer,
G.; Garde, S.; Gafay A. E.; Pratt, L. RChem. Phys200Q 258 349-

370. (j) Soda, KAdv. Biophys.1993 29, 1-54. (k) Waldbillig, R. C.;
Szabo, GBiochim. Biophys. Actd979 557, 295-305. (I) Helm, C. A.;
Israelachvili, J. N.; McGuiggan, P. Msciencel989 246 919-922. (m)
Helm, C. A.; Israelachvili, J. N.; McGuiggan, P. NBiochemistry1992

31, 1794-1805.

(6) (a) Branden, C.; Tooze, Jntroduction to Protein Structure2nd ed.;
Garland Publ.: New York, 1998. (b) Neethy, G.; Scheraga, H. A. Phys.
Chem.1962 66, 1773-1789; ErratumJ. Phys. Cheml963 67, 2888. (c)
Takano, K.; Yamagata, Y.; Yutani, K. Mol. Biol. 1998 280 (4), 749~
761. (d) Baldwin, R. LProc. Natl. Acad. Sci. U.S.A986 83(21), 8069~
8072. (e) Toh, G.; Murphy, R. F.; Lovas, Srotein Eng.2001, 14, 543—
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evaluation of hydrophobic properties are available, including difficult to estimate theoretically, so that interpretation of binding
measurement afi-octanol/water partition coefficient8 for a effects is also very difficult. But since isotopic substitution does
series of compoundsRPLCI%11 methods have provided an not affect potential energy, potential energy effects cancel
excellent method to give reliable hydrophobicity measure- between isotopologues, and isotope effects involve only the
mentst!? effects of changes in interactions upon nuclear motions,
H/D isotope effects are widely used to characterize chemical €SPecially upon vibrational frequencies. Consequently, isotope
processed? 16 RPLC separations of protiated and deuterated €ffécts probe changes in molecular interactions without involv-
pairs of compounds and separation of nitrogen and oxygen N9 the difficulties of mterpr_etlng pqtentlal energy _changes.
isotopes in acids and badémve been reported. Tritium isotope  'SOtope effects therefore provide a unique and readily interpreted
effects in high-performance liquid chromatography (HPLC) of experimental means of investigating molecular interactions.
eicosanoids and vitamin D metabolites have also been re- As aresult of its larger mass, the amplitude of vibrations is
ported'7-18Recently, separation of enantiomers basetsotopic smaller for deuterium, also resulting in slightly lower average
chirality was described A cellulose-based stationary phase was volumes and polarizabilities for bonds involving deuterium than
shown to separate racemic phenyl(phedymethanol, thus ~ for the corresponding bonds involving proti&m_.We use
demonstrating that the chiral stationary phase exhibits different c@lculations of these effects to give additional insights into the
interactions with the two enantiomers even though they differ iS0tope effects we have observed.
only by the stereochemical positioning of phenyl and phenyl- ~ Measuring retention factors in RPLC gives direct information
ds. These results show that liquid chromatography techniques about the free energy associated with transfer of a nonpolar

constitute highly convenient and sensitive tools for precise study solute from an agqueous mobile phase to an organic stationary
of isotope effects. phase, corresponding to the binding process, and the effect of

In this work we have extensively examined secondary isotope isotopic substitution on this process (cf. egSlbelow). Though
a complete description of the hydrophobic binding process

effects in the retention process of RPLC, as a means of; il under devel 5 fund al K h lated
investigating the nature of hydrophobic effects. In addition, both IS still_under development,iundamental work has refate

HPLC and mass spectrometric (MS) methods such as isotope-hz:jr?npr;()b'rc ﬁ\;?gngﬁ Cri?]t\t/el]t;on nmech:i;}:wblrsr?s d in liquid
coded affinity are used to compare protein profiles of different chromatograpny: olves an equilibrated aqueous

cells, e.g., diseased vs heal@° The ability to separate mobile phase and an organic stationary phase, the partitioning

sot0es by HPLC suggests h posstltyof cororing curent POCE2E B0 contoled ol moblephase and salorey
LC-MS methods with isotope-coded differential LC to provide P )

. . . nonpolar stationary phase and solutes operate, in particular,
a new method for measurement of differential protein content. . - S . T .
dispersion forces, resulting in attractive binding of solute within

_The nature of isotope effects involves to a large extent the stationary phase. Because of the unique ability of isotope
V|brat|ongl frequenue.%.Wl?[hm the commonly accepted Bofn effects to probe the nature of solute interactions, our studies
Oppenheimer approximation, the electronic wave functions and ajjow us to dissect the total hydrophobic process into contribu-
the resulting potential energy surfaces do not change upontions from mobile phase hydrophobic phenomena and from
isotopic substitution but the vibrational wave functions of pinding properties of the stationary phase.
deuterium and protium are different because the vibrational g ul1ation techniques, such as the free energy perturbation
states depend on the mass of the nuclei. Ordinarily, structural ,athod with commonly used molecular dynamics force fiéds
changes in solute, solvent, or stationary phase will involve e syally unable to reproduce the experimental numbers with
changes in potential energies of interaction which are very satisfactory accuracy for the purposes of analyzing HPLC
retention processes. Because such difficulties are inherent in

(9) (a) Hansch, C.; Maloney, P. P.; Fujita, T.; Muir, R. Mature1962 194, i ; i P ;
178-180. (b) Fujita, T.. Iwasa. J.: Hansch, @. Am. Chem. Sod 964 accurately estlmatlrlg §ma|l changes in |nteract|or1 energ|§s, we
86, 5175-5180. (c) Hansch, C.; Leo, A.; Hoekman, Blydrophobic, employ here quantitative structurehromatographic retention
Electronic, and Steric ConstantACS Professional Reference Books: : Pl : [
Washington. DC, 1995; Exploring OSAR, Vol. 2. relationship¥ (Q_SRR)_ analysis, an e_xtr_athermodynamlc linear

(10) (a;]) I|3rda_umarg, TJ.Cﬁhromatogrélgg% 3;3 é.917§§5. (b) Dorsey, J. G.; free energy relationship (LFER), to aid in elucidating the nature
Khaledi, M. G.J. romatogr.1 56, 485—-499. . PR .

(11) (a) Kaliszan, R.Quantitatie Structure-Chromatographic Retention of hydrOphOb'C blndlng in RPLE?
Relationships John Wiley & Sons: New York, 1987. (b) Nasal, A; i ie liaun
Sznitowska, M.; Bucinski, A.; Kaliszan, R. Chromatogr. AL995 692 Th.e SIa.'tlonary phases tend t.O rg_semble Organlc Ilqu.ld phases
83—89. but differ in that they possess significant ordering resulting from

(12) (a) Krass, J. D.; Jastorff, B.; Genieser, HABal. Chem1997, 69, 2575~ ; ; il i
2581 (b) ValkoK.. Bevan, C.. Reynolds, Dinal. Chem1997 69 2022 the a;ttachment of the hydrophob|9 chams to the silica particle
2029. core?® These stationary phases will bind the methanol compo-

(13) Streitwieser, A., Jr.; Klein, H. S. Am. Chem. Sod964 86, 5170-5173. ; ;

(14) Wolfsberg, MAcc. Chem. Red972 5, 225-233. nent of the mobile phase to some extent, ;o the properties we

(15) Isotope Effects in Chemical Reactions, ACS Monograptilins, C. J., measure refer to a methanol-saturated stationary phase. Almost

Bowman, N. S., Eds.; Van Nostrand Reinhold Company: New York, 1970.
(16) Streitwieser, A., Jr.; Klein, H. S. Am. Chem. S04963 85, 2759-2763.
(17) Do, U. H.; Lo, S. L.; lles, J.; Rosenberger, T.; Tam, P.; Hong, Y.; Ahern, (22) Deuterium isotope effects in noncovalent interactions have been re-
D. Prostagl. Leucotri. Ess. Fatty Acids994 50, 335-338. viewed: Wade, DChem.-Biol. Interact1999 117, 191-217.
(18) Worth, G. K.; Retallack, R. WAnal. Biochem1988 174, 137—141. (23) Tan, L. C.; Carr, P. WJ. Chromatogr. AL997, 775, 1—-12.
(19) Partial separation of istopically labeled peptides has been demonstrated; it(24) Vailaya, A.; Horvéh, Cs.J. Chromatogr. AL99§ 829, 1—-27.
was shown that such incomplete separation could cause significant (25) (a) Dorsey, J. G.; Dill, K. AChem. Re. 1989 89, 331-346. (b) Dorsey,

systematic errors in quantitative proteomics: Zhang, R.; Sioma, C. S.; J. G.; Cooper, W. TAnal. Chem1994 66 (17), 857A-867A.

Wang, S.; Regnier, F. EAnal. Chem2001, 73, 5142-5149. (26) Jaroniec, MJ. Chromatogr.1993 656, 37—50.
(20) Yu, L. R.; Johnson, M. D.; Conrads, T. P.; Smith, R. D.; Morrison, R. S.; (27) Zhao, J.; Carr, P. WAnal. Chem1998 70, 3619-3628.

Veenstra, T. DElectrophoresi2002 23, 1591-1598. (28) Meller, J. Molecular Dynamics. http://folding.chmcc.org/publications/
(21) (a) Thornton, E. RANNnu. Re. Phys. Chenil966 17, 349-372. (b) Bartell, 3048.doc. IrEncyclopedia of Life Sciencdsitp://www.els.net. Macmillan

L. S. Tetrahedron Lett196Q 6, 13—16. (c) Halevi, E. A.; Nussim, M.; Reference Ltd., 2001.

Ron, A.J. Chem. Soc1963 866-875. (29) Klatte, J. S.; Beck, T. LJ. Phys. Chem1996 100, 5931-5934.
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Br Br Materials and Methods. Deuterated compounds were available from
X Aldrich or CEA (Commisariat &' Energie Atomique, France). 1-Decan-
Br ®/ dx-ol was prepared fr.om c_iecanorﬂ@g acid, 1-pentarth;-ol was
prepared from pentanoidy acid, and phenytl-methyl alcohol was
prepared from the benzoit- acid. All other chemicals were of
o) analytical grade and were available from the common major suppliers.
{ We employed a variety of structures for the stationary phase materials

Br
Br

(Figure 1), all based on silica bonded beads: aliphatic octyl C8 and
octadecyl C18, fluorinated 4,4-di(trifluoromethyl)-5,5,6,6,7,7,7-hep-
Si tafluoroheptyl, irzCo, highly dispersive 3-(pentabromobenzyloxy)propyl,
b PBB, highly aromatic 2-(1-pyrenyl)ethyl, PYE, aromatic [B#tro-
/ phehnoxy)p)ropyl, lNPO, 3-phen(()xyprofp|)yl, P?P,pﬁn@)ethylml:ercap-
tophenoxy)propyl, CEEPOP, 3-(pentafluorophenoxy)propysFOP,
8 c18 \ POP (X =H) and polymer-bonded silica/methyl methacrylate, MMA. C8, C18, POP,
PBB NPO (X = p-NO,) CHsSPOP, EPOP, and MMA were prepared in our laboratory,

mCOQCHS CH3SPOP according to procedures described elsewR&¥eF;sCy was com-
F (X = p-SCH3) mercially available from Wako Pure Chemical Industries, Ltd. (http://
F F5POP (X = Fg) www.wako-chem.co.jp); PBB, PYE, and NPO were available from
CO,CHjs

O
.~ ~
~ -

S )
q, siC

Nacalai Tesque (http://www.nacalai.co.jp/).
Determination of the Retention Factors and Isotope EffectsThe
partition coefficient in chromatography is expressed as a retention factor:

m MM oon

k= (t, — o/t

wheret; is the retention time of a solute on a given column &nig
the retention time of a nonretained solute (“dead time”). The retention
0 O’ OCH3 ,S': factor relates to free energy changes according to eq 1

0 0
\ InK=—-AGYRT=—AHYRT+ AS/R=Ink—In¢ (1)
F13Cq MMA PYE
. ) whereK is the chromatographic binding equilibrium constant &rid
Figure 1. Structures of the stationary phases used. the column phase ratio, i.e., the ratio of the volumes of the stationary

all of the solutes we have chosen for study must interact with and the mobile phases. The retention factor of a methyleneounit
the stationary phase almost entirely, if not exclusively, by (CH,), commonly used in chromatography, was also calculated. It is
partitioning into the hydrophobic layer. Interaction with the silica the ratio of the retention factors for two homologues, for example,
particle core is believed to be minimal and most probably
negligible for several reasons. First, the stationary phases are™{CH2) = Ky_pentanon, /Ki-butanoln,
prepared with a high density of covalently attached organic (CD,) = Ky pentano, /Ki-butanot, (2)
chains that largely mask any residual, underivatized SiOH sites.
Second, the isotopically substituted solutes studied are mainlyfor the protiated and deuterated homologues, respectively. In addition,
nonpolar hydrocarbons. Third, our data show nearly identical We measured(CH;,) using amylbenzene and butylbenzene. We have
values of the isotope effect per CH/CD bond for aliphatic introduceq in this work another unit that reflects the retention behavior
alcohols as for aliphatic hydrocarbons (though differing among ©f @romatic compounds
different st_atlonary_ phases), |n_d|_cat|ng that the hydrocarbon parts A(CyHy) = KaphinatentyKoenzen, @)
of the chains are in closely similar environments regardless of
the presence or absence of an attached alcohol group. Finally, hich we term the “retention factor of an aromatic unit’.
our QSRR analysis shows that binding to all of these stationary  The total isotope effect (TIE) is calculated to reflect the overall
phases is primarily if not entirely hydrophobic in nature. Thus difference in chromatographic behavior of each isotopologue pair. It
the stationary phases we have studied have a hydrophobic soluteis free from any phase ratio influence (cf. egglecancels out), since
binding mechanism. it is calculated as a ratio
Our isotope effect data do not of course provide information

. . TIE = k/ko

about the exact structure or ordering of the stationary phases

and the bound solutes, but our data do tell us about the nature, nerek, andk are the retention factors for the protiated and deuterated

and extent of solutestationary phase interactions. isotopologue pair, respectively. Therefore, one may calculate direct free

energy values for this process as well. The single isotope effect (%IE)

reflects the average influence of a single H/D substitution and is given
Equipment. The following analytical equipment was used for the by

chromatographic experiments: an LC-10AD pump at a flow rate 1 mL

min~! and SPD-10AV UV-Vis detector from Shimadzu (http:// %IE = 100[(k,/ko)™" — 1] 4)

www.shimadzu.com/) at = 254 nm for the aromatic compounds and

a JASCO 830-RI refractive index detector for aliphatic compounds wheren is the number of D atoms substituted for H.

(http://Iwww.jasco.co.jp/). Constant column temperature was maintained

with a water bath. Chromatograms (using mobile phasesdE#H,0, (30) Kimata, K.; Hirose, T.; Moriuchi, K.; Hosoya, K.; Araki, T.; Tanaka, N.

CHsCN/H;0) were collected and analyzed by a V-STATION chroma- 31) éﬁhﬁgﬁ;g%ﬁ ggsﬁigﬁ??ﬁ(legami’ T.: Tanaka/Ahal, Chem1998

tography data system (http://www.gls.co.jp/) on a PC. 70 (19), 4086-4093.

and

Experimental Section
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Isotope Effects on Hydrophobic Interactions

ARTICLES

Table 1. Dependence of Retention Capacity Factors, k, Isotope Effects TIE2 (Total) and %IE? (Single), and Structural Unit Retention
Factors o on Structure of Stationary Phase¢

compound C8 C18 PYE POP NPO FsPOP F13Cy CH;SPOP PBB MMA
benzene 0.872 1.507 0.850 0.695 0.514 0.801 0.420 0.980 1.393 0.704
benzeneds 0.847 1.455 0.825 0.679 0.505 0.791 0.417 0.956 1.343 0.698
TIE 1.030 1.036 1.030 1.024 1.018 1.013 1.007 1.025 1.037 1.008
%IE 0.486 0.586 0.499 0.390 0.294 0.209 0.120 0.414 0.611 0.143
toluene 1.358 2.609 1.342 0.977 0.733 1.250 0.564 1.387 2.426 0.890
tolueneds 1.310 2.498 1.286 0.949 0.716 1.233 0.562 1.343 2.316 0.881
TIE 1.037 1.044 1.044 1.030 1.024 1.014 1.004 1.033 1.047 1.011
%IE 0.450 0.545 0.534 0.364 0.293 0.171 0.045 0.404 0.582 0.127
naphthalene 1.768 3.847 2.745 1.624 1.470 2.045 0.451 2.581 7.299 1.809
naphthalenels 1.696 3.644 2.621 1.575 1.435 2.003 0.445 2.493 6.909 1.796
TIE 1.042 1.056 1.047 1.031 1.024 1.021 1.013 1.035 1.056 1.007
%IE 0.522 0.680 0.579 0.384 0.302 0.260 0.168 0.435 0.688 0.090
anthracene 3.727 11.595 11.629 3.978 4.890 5.168 0.511 8.087 46.854 4.172
anthraceneh 3.532 10.762 10.895 3.829 4.737 5.020 0.502 7.724 43.472 4.145
TIE 1.055 1.077 1.067 1.039 1.032 1.029 1.018 1.047 1.078 1.007
%IE 0.539 0.748 0.654 0.382 0.318 0.291 0.178 0.460 0.752 0.065
nitrobenzene 0.629 0.887 2.016 0.835 0.950 0.952 0.379 1.292 1.897 1.032
nitrobenzeneds 0.617 0.865 1.941 0.818 0.936 0.946 0.379 1.263 1.841 1.026
TIE 1.019 1.025 1.039 1.021 1.015 1.006 1.000 1.023 1.030 1.006
%IE 0.385 0.503 0.760 0.413 0.298 0.126 0.000 0.456 0.601 0.116
cyclohexane 3.481 7.836 1.986 1.599 1.010 1.695 1.348 1.937 3.101 0.951
cyclohexaned» 3.373 7.519 1.901 1.553 0.988 1.689 1.369 1.869 2.955 0.939
TIE 1.032 1.042 1.045 1.030 1.022 1.004 0.985 1.036 1.049 1.012
%IE 0.263 0.345 0.365 0.243 0.184 0.030 -0.128 0.298 0.403 0.106
hexane 5.055 12.136 2.608 1.856 1.166 2.510 2.226 2.224 3.840 0.971
hexanedi4 4.901 11.565 2.468 1.795 1.136 2.502 2.255 2.130 3.619 0.956
TIE 1.031 1.049 1.057 1.034 1.026 1.003 0.987 1.044 1.061 1.015
%IE 0.221 0.345 0.395 0.239 0.186 0.023 —0.093 0.309 0.425 0.111
octane 11.887 35.406 6.320 3.487 2.119 5.063 3.968 4.492 10.014 1.630
octaneelg 11.387 33.264 5.878 3.334 2.044 5.022 4.061 4.235 9.275 1.599
TIE 1.044 1.064 1.075 1.046 1.037 1.008 0.977 1.061 1.080 1.019
%IE 0.239 0.347 0.404 0.250 0.200 0.045 -0.129 0.328 0.427 0.107
1-decanol 5.278 10.292 4.307 2.166 1.349 2.508 1.843 2.680 5.580 0.693
1-decanoldr; 5.009 9.588 3.963 2.062 1.297 2.485 1.886 2.517 5.118 0.672
TIE 1.054 1.073 1.087 1.050 1.040 1.009 0.977 1.065 1.090 1.032
%IE 0.249 0.338 0.397 0.234 0.187 0.044 -0.110 0.299 0.413 0.147
1-dodecanol 12.036 29.850 9.573 3.991 2.390 4.907 3.248 5.266 13.930 1.167
1-dodecanoths 11.312 27.400 8.680 3.764 2.274 4.862 3.345 4.882 12.563 1.125
TIE 1.064 1.089 1.103 1.060 1.051 1.009 0.971 1.079 1.109 1.038
%IE 0.248 0.343 0.393 0.234 0.199 0.037 -0.118 0.303 0.414 0.147
o(CHy) 1.510 1.680 1.540 1.380 1.350 1.380 1.330 1.410 1.590 1.296
o(CsH2) 2.028 2.553 3.229 2.337 2.860 2.553 1.074 2.634 5.240 2.570
np3® 1.404 1.441 1.513 1.576 1.427 1.295 1.573

aTIE = ku/kp. P %IE = 100[(kn/kp)*" — 1]. ¢ Cf. Figure 1; 70% methanol/water (vol/vol) mobile phase,°809 Experimentally measured refractive
indices for the olefins used as the precursors for the stationary pliddeasured at 20C.

Molecular Modeling and QSRR Calculations.Molecular modeling

the effects of changes in aqueous phase composition for different

and structural descriptor calculations were done using HyperChem 5.1 hydrophobic phases, of changes in hydrophobic phase for
Pro with ChemPlus 1.5 (http//WWWhyperCOm/) Protiated structures different aqueous phase CompOSitionS’ and of different solutes
were first calculated by the extendedd#el method in order to estimate 55 5 function of both aqueous phase and hydrophobic phase
charges on the atoms and then optimized with the M#Fdrce field composition, we are able to dissect important factors that
followed by RHF semiempirical (AM1) geometry optimization in & contribute tc; the phenomenon of hydrophobic binding. To this
vacuum. The next step was placing the AM1 optimized structures inside end, we give below our results for (a) isotope effec.ts upon

a periodic box of water molecules and another optimization of geometry, ="~ - ) . .
where water was treated by a MMforce field (classical approach) ~ Pinding, (b) linear free energy relationships, (c) structural unit

and the solute was treated by AM1 (semiempirical approach). For theseretention factorso(CH) for methylene anda(CsHz) for
optimized solute structures, calculations of the van der Waals surfacesaromatics, and (d) temperature effects.
and volumes were performed using the appropriate van der Waals radii  Retention Factors. The retention data along with the total
values. and single isotope values (TIE and %IE), for 10 isotopologue
Quantitative structurechromatographic retention analyses by means pairs on all stationary phases in 70% methanol/water mobile
of simple and multiple linear regression were performed on a PC phase are given in Table 1. Results for the other mobile phase
machine using Statlets 1.1B(http://\_/vww.statlets.com/) and Prophet 5.0 compositions are given in the supporting information (Table
(http://www.bbn.com/), freely available on the web for research A). Samples injected were sufficiently small (ca.—2D ug
PUTPOSES. aliphatic, ca. +2 g aromatic) to approach infinite dilution in
the mobile phase and also permit solubility in the aqueous
mobile phases employed. The resulting chromatograms show
This work investigates structural effects upon chromato- minimal distortions in peak symmetry that might result from
graphic binding equilibria, that is, equilibria for partitioning of  saturation of binding sites in the stationary phase. Representative
solutes between aqueous and hydrophobic phases. By studyinghromatograms are shown in Figure 2.

Results

J. AM. CHEM. SOC. = VOL. 125, NO. 45, 2003 13839



ARTICLES Turowski et al.

1 Table 2. Results of QSRR Analysis (Eq 6) of 33 Test Compounds

for a Series of Stationary Phases?

2 stationary

phase SD° m ) S a b n R2¢ (p)
C18 3 b 4 Cc8 -0.730 d —0.364 —0.208 —1.304 1.393 0.987
o 4" H SD 0.060 0.036 0.032 0.056 0.059<107%)
C18 —0.584 0.242 —0.679 —0.298 —1.509 1.632 0.991
M SD 0.066 0.077 0.066 0.036 0.079 0.071=10™%)
PYE —1.218 d 0.498 —0.848 —1.154 1.428 0.963
. : . i i : ; . . . ; . . . . . SD 0.107 . d0.065 0.057 0.099 0.105<107%
POP —0.843 —0.371 —1.025 1.124 0.986
0 2 4 6 8 10 12 14 ) 0.046 0023 0041 0.047 <404
5 NPO -1.070 d 0.327 —0.330 —1.167 1.053 0.959
SD 0.077 0.046 0.040 0.071 0.075<107%
FsPOP -0.740 —-0.139 d —0.276 —1.130 1.218 0.954
SD 0.088 0.067 0.049 0.078 0.093<107%)
F13Co -0.677 —0.433 d —0.438 —1.033 0.981 0.964
SD 0.084 0.061 0.047 0.075 0.089<107%)
CH;SPOP —0.904 0.166 d —0.419 —1.084 1.175 0.980
SD 0.058 0.042 0.032 0.051 0.061<107%)
PBB —0.915 0.236 d —0.476 —1.352 1.520 0.975
e e L SD 0.076 0.054 0.042 0.067 0.080<107%)
0 5 10 15 20 MMA -0.710 d 0.253 —0.143 —1.490 0.859 0.948
t,, min SD 0.078 0.058 0.044 0.090 0.071<107%

Figure 2. Representative chromatograms of H/D separation in a 70%  aCf. Figure 1; mobile phase 70% methanol/water°@0° SD = standard
methanol/water mobile phase for seven isotopologue pairs on C18 and PYEdeviation of the coefficient R2 = determination coefficient of the multiple

phases. 1, Benzer®fds; 2, toluenehg/ds; 3, naphthalenés/ds; 4, an- regression analysiqy = significance level of the equation (eq @)Not
thraceneho/dig; 5, cyclohexandwJ/diz; 6, n-octaneh;g/dis; 7, dodecan-1- included in correlation because significance leyelwas higher than
ol-hpg/das. 0.05.

The largest retention factors for aromatic solutes were mechanisms of retention, such as hydrophobic binéfiag, well
exhibited by the aromatic PBB (pentabromobenzyloxypropyl) as in retention predictioff. To provide a direct comparison of
and PYE (pyrene) stationary phases. Higlalues are observed  stationary phases, we carried out QSRR analysis for all 10
with the octadecyl phase (C18) for aliphatic compounds. stationary phases. We employed the same series of 33 test
Although the same mobile phase was used in each case, theolutes, under the same conditions, for each (see Table B in
capacity factors still do not directly provide the actual binding  the supporting information) and used the structural descriptors
equilibrium constant& and free energies, since every column proposed by Abrahafh to characterize the stationary phase
differs according to its phase ratioleq 1). Because is difficult properties’® Abraham’s equation (eq 6), derived from the
to determine, accurate calculation of thermodynamic parametersKkamlet-Taft solvatochromic parametets,
remains problematic.

Cancellation of ¢ in Ratio-Based Structural Unit Retention logk=m+ vV, + Sz, + a¥a,” + b2B," + pR, (6)
Factors and Isotope EffectsDirect calculation of binding free
energy becomes possible by defining structural unit retention describes retention in terms of molecular properties of solutes
factorsa(CHj) for methylene and((C4H) for aromatics, which  and the chromatographic mobile and stationary phases, where
are computed from the retention data (egs 2 and 3). Since (egm is a constant (intercept)/y is the McGowan characteristic
1) K= kig, the difficult-to-determine phase ragocancels when  volume of the soluteq,™ is the hydrogen-bond acidity of the
ratios ofk values are taken, with the result that thdactors solute, 2" is the hydrogen-bond basicity of the solute! is
equal true ratios of equilibrium constarisas shown in eq 5. the dipolarity-polarizability of the solute, ang; is the excess
For the same reasom, cancels out in isotope effects, so that molar refraction of the solute. Respective coefficients, a,
the ratio of retention factor&u/kp equalsKy/Kp, the true b, andp reflect differences in properties between the stationary
equilibrium isotope effect on binding. and mobile phases, to be discussed later. Table 2 presents the

results of multiple regression analysis of retention data with

kifk, = K;p/Ky9 = Ki/K, and 70% methanol/water mobile phase composition. The coefficients
Kuylkp = KydlKpg = Ky/Kp (5) are related to the properties of both the stationary and mobile

hases. However, if the same mobile phase is employed with

For the same mobile phase composition, differences ObSGI‘VGCEiﬁerent stationary phases, as in Table 2, the mobile phase
reflect the diverse properties and behavior of the stationary properties cancel out in comparing the coefficients for different
phases. In particular, we observed a similar order of elution of stationary phases. The results are presented for independent

was reversed in certain cases.

Characterization of Stationary Phase Properties by Means ~ (33) Abraham, M. H.; Chadha, H. S.; Leitao, R. A. E.; Mitchell, R. C.; Lambert,
s . . W. J.; Kaliszan, R.; Nasal, A.; Haber, P. Chromatogr.1997, 766, 35—
of QSRR. Quantitative structurechromatographic retention 47
relationship (QSRR) analysis of retention data has an extrath- (34

ermodynamic characfrand is useful in investigating molecular (35
(36

(a) Tan, L. C.; Carr, P. Wl. Chromatogr.1993 656, 521—535. (b) Tan,

. C.; Carr, P. W.; Abraham, M. HJ. Chromatogr.1996 752 1—18.
Abraham, M. HChem. Soc. Re 1993 73—83.

Buszewski, B.; Gadzala-Kopciuch, R. M.; Markuszewski, M.; Kaliszan,
R. Anal. Chem1997, 69, 3277-3284.

(a) Kamlet, M. J.; Taft, R. WJ. Am. Chem. Sod.976 98, 377-383. (b)
Taft, R. W.; Kamlet M. JJ. Am. Chem. S0d.976 98, 2886-2894.

—_ N
-

(32) Kaliszan, RStructure and Retention in Chromatography. A Chemometric
Approach Harwood Academic Publishers: Amsterdam, 1997. (37
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analysis was also performed including all variables regardless 0.80%

their significance levels (see Table C in the supporting informa- oroud| | e ‘é

tion). Inclusion of all variables gives trends similar to those 060% 4 | 0 Herane

shown in Table 2. The coefficients indicate the sensitivity of & Octane

solute binding to changes in stationary phase (while keeping 0-50% 1

the mobile phase constant at 70% methanol/water). For all 0.40% 1 NPO o

stationary-phase materid@sgoefficientsa (sensitivity to solute Y 0.30% - PYE PBB

hydrogen bond acidity) ant (sensitivity to solute hydrogen 0200 | cHSPOP () 18

bond basicity) are negative, while (sensitivity to solute 6 cs

McGowan characteristic volume) is always positive. Coefficient 010%1 g 0

S (sensitivity to solute dipolarity-polarizability) is positive for 0.00% pma e pop

PYE, NPO, and MMA but negative for C8 and C18 stationary -0.10% A :

phases, whilep (sensitivity to solute excess molar refraction) 0.20% 4—FuCo_ _ . i .

is negative only for the fluorinated stationary phases. 025 0.30 035 0.40 0.45 050 055
Table 1 includes the values of the available refractive indices In [a(CH;J]

of the precursors of the stationary phases. The refractive index Figure 3. Logarithmic plot (In-In) of %IE [equivalent to In(average isotope
is directly related to the molecular polarizability of compounds, effect per H/D)x 100] vsa(CH;) (retention factor of a methylene unit, eq

; _ 2) for four representative solutes and the 10 stationary phases studied, mobile
according to the Lorentzlorentz formula (eq 7). The polar phase 70% methanol/water, 3C. Linear regressions are shown for the

izability properties of the stationary phases may be qualitatively fiye aromatic stationary phases (see text). Stationary phases (cf. Figure 1)
are MMA = poly(methyl methacrylate), &Co = 4,4-di(trifluoromethyl)-
o= (nlr2 — 1)/(nr2 +2) @) 5,5,6,6,7,7,7-heptafluoroheptyl, NPO3-(p-nitrophenoxy)propyl, POR-
3-phenoxypropyl, FPOP = 3-(pentafluorophenoxy)propyl, G8POP=
3-(p-methylmercaptophenoxy)propyl, G8 octyl, PYE = 2-(1-pyrenyl)-

: 20 . .
compared using thes®*® values to approximate the relative ethyl, PBB= 3-(pentabromobenzyioxy)propyl, and C28octadecyl.

values for the chains of the stationary phase. Although the
refractive indices of those expected to have the highest values,
PBB and PYE, are not available, one notes that the precursorsbasis of this calculation is the usual approximation that, at
of the remaining aromatic phases have the greatest valuesprdinary temperatures, the isotope effect for each CH/CD bond
followed by the aliphatic C18 and C8. The precursor of the contributes additively to the free energy (accurate if the isotope
F13Co phase has a refractive index smaller than that for water effect is controlled by zero-point energy differences) and thus
(np®® = 1.333). multiplicatively to the TIE. That is, In(TIE}= In(ku/kp) = n

The negative coefficienta andb reflect the fact that polar  In(avg single CH/CD IE), whera is the number of CH/CD
interactions of solutes are much stronger in the aqueous mobilesubstitutions in the deuterated isotopologue, so that the average
phase than in the stationary phase. The factdhatdb for all single CH/CD isotope effect (ku/kp)'", or, expressing this
stationary phases are similar to that for the C18 phase indicatesisotope effect on a percentage basis, %AB.00[(ku/kp)*" —
that solute binding by all phases is almost exclusively of a 1].
hydrophobic nature, especially involving London dispersion  In any molecule the average %IE cannot be exactly the same
attractive interactions, as is already widely accepted for C18 except for symmetry-related CH/CD bonds, so most of the
stationary phase¥.That this similarity exists even for the NPO  molecules we have investigated involve finite differences among
phase, which haspnitrophenyl group, indicates that the nitro  different types of bonds. However, since all are CH/CD bonds
groups are probably at the surface of this phase and interactingand are largely nonpolar, the interactions between them and the
primarily with the agueous mobile phase and that even in this mobile as well as the stationary phase should be quite similar
case the binding of solutes is hydrophobic in nature. The datawithin a given molecule. We do see differences between
thus indicate that interactions, even of polar solutes, with the aromatic and aliphatic CH/CD bond types (cf. Table 1), but
silica core of these stationary phases are most probablythe only molecule studied which contains both aromatic and
negligible. With our nonpolar solutes, if any interactions aliphatic is toluene. For the other molecules at least, the use of
involving the silica core were present, they would most probably averaged %IE should be a good approximation. This conclusion
be with the polar methanol component of the aqueous phaseis strongly supported by the results, which show that %IE values
and not with the bound solutes. are closely clustered for almost all compounds on all 10

Single Isotope EffectAs outlined in the Introduction, isotope  stationary phases studied (see Figure 3 above). The fact that
effects upon binding constitute a unique probe of molecular only relatively small differences in %IE are seen for different
interactions because isotopic substitution does not significantly aliphatic chain lengths or for different aromatics demonstrates
affect potential energy. Potential energy effects cancel betweenthat there is little effect of structural variation within each series,
isotopologues, meaning that isotope effects result essentiallyaliphatic or aromatic. This is especially true for the aliphatic
only from the effects of changes in interactions upon nuclear series and can be true only if the %IE for methyl protons and
motions, especially vibrational frequencies. the different methylene protons in different chains are all nearly

We have studied perdeuterated solutes as a means of obtainingqual; if any type were significantly different, the average %IE
RPLC separation of isotopologues and accurate values of isotopeshould vary among the different compounds.
effects. For purposes of comparison and interpretation, isotope The trends of isotope effects on binding relative to the binding
effects for a single deuterium substitution are needed, so weaffinity of each stationary phase for a single £group are
calculate averaged isotope effects per CH/CD bond from our shown for representative solutes in Figure 3, plotted as %IE
directly observed total isotope effects, TIE, as %IE (eq 4). The (eq 4) vs Inp(CHy)] (eq 2). (Since logarithms are proportional
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to free energies, this is equivalent to a free energy vs free energy 1.40% 10
plot.) The retention factor of a methylene uai{CH,) (eq 2) is - 2:::; 5;2
taken as an approximate measure of the overall affinity or 1.20% ©%IE F13C9
binding ability of each different stationary phase. A linear gf‘}l‘igff,a
relationship is not necessarily expected but, as shown in Figure 1.00% o A (CH2) PYE
3, the aromatic stationary phases alone give rather linear plots, 0.80% A ;igﬂi: ;:338‘:9 _
suggesting the possibility that interactions with aromatic w o T
electrons may play some role, while the nonaromatic stationary & 0.60% a 316 %
phases appear to form separate groups (see Discussion). ©® a '

Although isotope effects per CH/CD are small, amounting 0.40% o Q >
to fractions of a percent, their values have high reproducibility < o & ®
and thus differences in %IE values are highly significant. High 0.20% e 5_@
reproducibilities are aided by the fact that isotopologue pairs %

0.00% T 1

may be injected simultaneously and separated in a single run,
but the reproducibilities are high even in those cases where the
isotope effect is small enough to necessitate separate determi-
nation of retention times by sequential injection of the protiated Figure 4. Plot of %IE [equivalent to In(average isotope effect per HD)

and deuterated isotopologues. Total isotope effects, TIE, for 100] for benzene (open symbols) and log plodgCHy), the retention factor
’ ' of a methylene unit (eq 2) (closed symbols) vs percent methanol in the

solutes containing several deuterium SUbStitUti_ons are typically methanol/water mobile phase for representative stationary phases, 30
several percent (cf. Table 1) and are reproduciblé&-®1% in (Logarithmic plots are presented since logarithms are proportional to free

most cases. As a typical example, cyclohexane vs cyclohexane-energy differences, so that these plots are equivalent to plots of free energies
di» on a C18 stationary phase gives a THE 1.0422. A VS percentmethanol)

reproducibility of +0.001 gives, from eq 4, %IE 0.345+
0.008. Thus the differences in %IE observed for the different
stationary phases are highly significant (rang®.128 to
+0.403, with most differences well outside experimental
reproducibility, cf. Table 1).

0 10 20 30 40 50 60 70 80 90
% Methanol

is consistent with an active role of the hydrophobic phase in
hydrophobic phenomena, i.e., with the idea that lipophilic

phenomena make an important contribution to the hydrophobic
effect.

) ) The values of %IE are higher for aromatic than for aliphatic

It should also be emphasized that these seemingly smallciy;cp in all chromatographic systems examined. Moreover,

isotope effects nonetheless lead to complete or nearly completerq, the aromatic isotopologues %IE increases with the molecular
chromatographic separation of isotopologues in most cases.gj;a \while it remains constant for the H/D alkanes. The largest

These separations of course result from the very large numbers1Sotope effects are found for the three stationary phases
of theoretical plates characteristic of the HPLC columns exhibiting the strongest binding as estimated d{€H,), for
employed. These large numbers of theoretical plates are thearomatics the order of %IE being PBB C18 > PYE, for
feature which allows us to determine small isotope effects with aliphatics, PBB> PYE > C18. In contrast, the smallest isotope

very high reproducibility and accuracy. effects for aromatic solutes are found for the two stationary
Because of the unique nature of isotope effects, these isotopephases exhibiting the weakest binding as estimated(By,),

effects specifically measure only changes in the properties of methyl methacrylate ester (MMA) and fluorinategs€s. For

the CH/CD bonds of the solute upon transfer from the aqueous gliphatic solutes, small isotope effects are found for MMA and

mobile phase to the hydrophobic stationary phase. As a result,F,,C,, the latter even giving inverse isotope effects for aliphatic

the %IE isolates separately the effect of the binding process solutes, and fluorinatedsPOP gives small isotope effects as
upon just the solute, i.e., shows how the differences in binding ell.

interactions between the two phases affect the properties of the These trends in %IE with different types of solutes and
CH/CD bonds of the solute. The fact that the observed values stationary phases are also consistent with an active role of the
of %IE are different from zero directly shows that the solute hydrophobic phase in hydrophobic phenomena. They suggest
has different intermolecular interactions with the hydrophobic possible involvement of CH/CD+ (aromatic) interactions in
stationary phase than with the aqueous mobile phase. the isotope effects and hence in the binding process (see
As a primary conclusion, our %IE data show that the solute Discussion).
does not interact with the stationary vs the mobile phase while  Effect of Mobile Phase Upon Retention and Isotope
remaining unperturbed; rather, the properties of the solute areEffects. While it was not possible to examine most solutes over
altered, probably via changes in the vibrational frequencies of a wide range of solvent composition, it was possible to
the CH/CD bonds, as a result of the intermolecular interactions determine %IE for benzene over the range of water (0%
of solute with stationary and/or mobile phases. Positive values methanol) up to 80% methanol/water, as shown in Figure 4
of %IE show that the CH/CD bonds are less restricted in the along witha(CHy), the retention factor of a methylene unit, on
stationary phase than in the mobile phassually caused by  four representative stationary phases. There are significant
weakening of the bonds, in this case weaker in the stationary changes in %IE which tend to parallel the trends in binding
phase relative to the mobile phase. Importantly, such weakeningaffinities for a methylene unit, with the exception that the %IE
in turn implies that the interactions of the solutes with the for the nonaromatic stationary phases C18 apCdevels off
relatively nonpolar, hydrophobic stationary phase are strongerat about 20% methanol and less. Entirely comparable effects
than those with the polar, aqueous mobile phase. This result,are found with all solutes and stationary phases over the
observed here for most solutes and a variety of stationary phasesaccessible range of 6680% methanol for aromatic solutes and
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2004 «a a a a a a a a 40 N = naphthalene O = octane
H,) (CiHz) (CH;) (CHy) (CHy) (CiHy) (CHy) (CH.
(CHy) (C4H;) (CH) ( ) (CHy) (CH:) (CHy) ( ) N o N o N o N o
: 20 4 11
0
-20 4
3 £ B M Free energy
% 40 = Enthalpy
5 e % OT*Entropy
-60 -
b . 62 o % 1
-1200 1 cal/mol § B Free energy €| PYER PeB N c18 FiaCo
1400 ¢ # Enthal 83 e
| - Py -100 - cal/mol 91
1526 OT*Entropy . .
-1600 - Figure 6. Gibbs free energAG?, enthalpyAH?, and entropy ternTAS
Figure 5. Gibbs free energAG?, enthalpyAH?, and entropy teriTAS components of the total isotope effect TIE for transfer of naphthalene and
changes for transfer of aliphatic Glnd aromatic gH, units from 70% octane from 70% methanol/water into four representative hydrophobic

methanol/water into four representative hydrophobic phases PYE, PBB, C18,Phases, PYE, PBB, C18, ands€, 30 °C.

and F3Cy, 30 °C. Numerical values ofAHC are shown. . . . . .
° solute motional freedom is more restricted in the hydrophobic

70-80% methanol for aliphatic solutes (complete data for all Stationary phasesThis restriction appears not to arise from
solutes are in Table A of supporting information). solute conformational flexibility, since the (8) unit is

. . . ; . conformationally immobile and is contained within rigid
If the mobile phase simply provided an essentially noninter- aromatic systems. These results apply to 4Cihd (GH) units
acting cage for the solute, the isotope effects would be Y . PPl ;

independent of mobile phase composition. The fact that the inserted into, respectively, alkane and aromatic structures, and

. . . h not n ril rallel ly the thermodynami
isotope effects depend on mobile phase composition as well as>® they do not necessarily parallel exactly the thermodynamic

on stationary phase demonstrates that the solute interacts wit quantities for complete molecules. But they have the major

the mobile phase, too. Hence, these isotope effects show tha eature of allowing comparisommong different stationary
the aqueous phaée pléys an :;lctive role as well. in addition tophases)f the inherent binding effects for structural units within

the important contribution to the hydrophobic effect from molecules, helping to clarify the origins of the hydrophobic

lipophilic phenomena (see the previous section) effect,
pop P . p ' The isotope effects are dominated by enthalpic contributions
Temperature Effects on Binding and on Isotope Effects.

) g _in all but one case, that of naphthalene binding to the unusual
Temperature effects were studied for all H/D isotopologues in ¢,,qroalkane F<Co stationary phase. The latter case could

70% methanol/water mobile phase on four representative ronresent an extreme in which interactions with the stationary
stationary phases. In all cases, the van't Hoff plots for the phage are so weak that the entropic effect primarily reflects an
measured chromatogrqphlc retentlo.n fattarere hlghly Imear aqueous phase (cavity) effect. Since the isotope effect is
and show that the bmdlng Process Is ex.c.>th.erm|c. As dISCusse‘jdetermined;mIy by interactions of the solute, this result cannot

above (see eq Sk differs from the equilibrium constant for  po 4qq0ciated with any freeing of solvent molecules; rather, in
binding K as K = K¢. The phase ratig> being difficult to this case an entropy-dominated isotope effect must reflect the
determine, thermodynamic quantities involvikgre not useful contribution of changes in low-frequency vibrations or in

for comparison. rotations upon transfer from the aqueous to the hydrophobic
However, ¢ cancels when ratios ok values are taken, phase.
meaning that the: factors and isotope effects equal true ratios A plausible explanation is that, at least for the flat, rigid
of equilibrium constantK (cf. eq 5), so that meaningful  molecule naphthalene, solute rotations are inhibited in the
thermodynamic quantitie&G®°, AH®, andAS’ can be calculated  aqueous solvent cage but less restricted in the hydrophobic
for the retention factor for a methylene uniCHy), eq 2, the  phase. This hypothesis would imply that similar (small) aqueous-
retention factor for an aromatic unit(C,Hz), eq 3, and the  phase effects would be present for all other stationary phases,
isotope effect TIE. Figure 5 compares these thermodynamic too, but for all except the minimally interacting4Es phase,
quantities, taken from van’t Hoff plots on four stationary phases, the aqueous-phase effect would be overwhelmed by effects
for a(CH,) anda(C4Hy); Figure 6, for the TIE of a representa-  associated with the stationary phase, and the isotope effect would
tive arene, naphthalene, and alkane, octane. The fluoroalkanebe dominated by solute interactions with the hydrophobic
F15Co stationary phase is unusual, possibly a reflection of the phase. This interpretation is supported by the observation that
extremely low dispersive properties of this stationary phase. the isotope effect for the flexible, nonrigid molecule octane is
The free energy of binding is seen to be dominated by not dominated by entropy contributions, even with theCg

enthalpy rather than entropy in every caa@i® is uniformly phase.
negative, indicating stronger interactions of the solute with the ~ The enthalpy-dominated nature of the remaining isotope
stationary phase than with the mobile phase, a® is effects is just as expected if their origin lies in changes in CH/

uniformly negative as well, indicating decreased freedom of CD vibrations, especially the high-frequency stretching vibra-
motion of the solute in each stationary phase relative to the tions, since at the temperatures studied, changes in high-
aqueous phase. These entropy results would not be expected ifrequency vibrations give isotope effects that are dominated by
the primary source were freeing of solvent molecules organized changes in zero-point energy, an enthalpy term. The negative
around the solute in the aqueous phase. Instead, it appears thanthapies, corresponding to isotope effeels0, indicate a CH/
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CD vibrational frequency decrease in both octane and naph-nonpolar molecules. Also, the volume-related molecular polar-
thalene upon transfer from the aqueous phase into the hydro-izability (o) describes satisfactorily the dispersive properties of
phobic phase. Differences in solvation would be expected to nonpolar solute®§ and is also related to the hydrophobic cavity
have small effects on vibrational frequencies, with the lower effect.

frequency arising from stronger interactions with solvent. In  van der Waals Radius, Surface Area, and Volume.
this case, decreased vibrational frequency in the hydrophobic Experimental values for carbon, oxygen, and nitrogen van der
phase implies stronger interactions of hydrophobic phases withWaals (vdW) atomic radiirj were used to calculate’dV and
CH/CD bonds than in the aqueous phase. Conversely, the isotopes’®.3° For hydrogen, however, we introduced corrections to

effect <1.0 for octane with the very weakly interactingsEqg adjust vdW radii for spvs sp carbon-bound hydrogefd These
indicates that, in this case, interaction of octane with the aqueouscorrections are detailed in the supporting information.
phase is stronger than with thesEy phase. We then calculated the change in the vdW radius for the

Calculation of Differences in Molecular Properties of deuterium atom. According to Pauling’s model, the vdW radius
Isotopologues.The features of the observed isotope effects  is described by eq 8, wheteis a number characteristic for an
in particular, whether they are greater than or less than 1.0, €lement.
together with the trends found for different stationary phases
give valuable qualitative information about hydrophobic binding,
but it.WOUId be valuable_ to qbtain further quantitative insights. As described in the Introduction, the amplitude of vibrations is
As dlscuss_,ed above, wbra’upnal frequency changes appear yifferent for H and D. The smaller zero-point energy of
be the major source of the isotope effects we have observed

. . tioati f solute vibrational f . iaht vibrations (ZPE) of deuterium bound to a carbon atom is a
ence, an investigation ot solute vibrational frequencies might' ., iastation of the different vibrational frequencies of deute-
provide further support and interpretation of our results.

. i rium and protium in the lowest vibrational state. Pictorially,
However, changes of only a few crhin the stretching b y

e one may think of deuterium as “penetrating” a smaller area of
frequency of each CH/CD bond would be sufficient to account y P 9

for th itude of the ob d isot ffoct the potential energy surface.
or the magnitude ot the observed 1Sotope eflects. The turning point Xy, of a quantum harmonic oscillator in

It should be emphasized that changes in solvation would not i |owest vibrational state is given by eq 9, whees, is the

be expected to alter the vibrational frequencies of the nearly \equced mass of H (bound to @),is the CH bond vibrational
nonpolar CH/CD bonds a great deal, so that even such smallfrequency (in rad )

effects can yield insights into differences in solvation in the
aqueous Vs the stat.|(.)nary phase. Moreover, isotope effects Xp = (h/MCHw)llz 9)
constitute a very sensitive probe, so that effects of the magnitude
reported here are significant and re_adily interpretable. And [w = (clucr)2 wherex is the force constant], arfdl= h/2x,
importantly, as discussed above, our isotope effects have veryyhere h is Planck’s constantXy, in the classical limit,
high reproducibilities and hence can justifiably be used to probe ¢qresponds to the amplitude of a harmonic oscillator. Following
phenomena such as the nature of, and differences in, hydro-yppelohdedl the extent, or amplitude, of vibration is assumed
phobic binding phenomena. to be correlated with the vdW radius. Therefobe(eq 8) is
Though frequency changes of only a fewchare expected,  simply postulated to be equal ¥,. The frequency of the CH
we did undertake preliminary FT-IR studies of certain of our vipration was estimated from experimentally measured IR
solutes in different solvents. Small shifts of approximately the spectra of protiated solutdsFor an sp CH bond the average
appropriate magnitude to account for the observed isotopefrequency is 2934 cr, for sp? (aromatic) CH, 3067 cri-
effects were found in some but not all cases. Consequently, andusing eq 9 we obtained values forof 0.103 and 0.101 A,
not surprisingly, interpretation was not feasible without more respectively. The different vdW radii between hydrogen (and
data, being complicated by the fact that these solution spectradeuterium) bound to an 3parbon (smaller) and an parbon
result from superposition of several normal vibrations involving (larger) give different H/D volumes, which contribute to
multiple CH or CD bonds present in each solute as well as by differences in hydrophobicity of aromatic and aliphatic com-
the smallness of the frequency shifts expected (and observed)pounds, since hydrophobic properties are related to molecular
It is feasible, however, to explain our results further through volume.
computations of molecular properties. Such a theoretical The difference in vdW radii between protium and deuterium
rationale is valuable both in supporting the interpretation of the results from the difference in amplitude of vibrations of CH vs
present results and as a potential tool for future extrapolation CD bonds. Sincé is proportional to 1f¢«)Y4, the ratio ofby
and prediction. for protium tobp for deuterium is given by eq 10, from which
The chromatographic retention mechanism can be defined ) ) ) — -

. . . (38) In general, such a picture is certainly too simplistic. However, since we
as the sum of all physical interaction processes among solute,™ consider only two families of solute molecules, namely, the aromatic and
stationary phase, and mobile phasdmong all the H/D pairs aliphatic hydrocarbons that share general patterns and shapes of electronic

K . density, the assumption that polarizability is proportional to volume within
of compounds examined, only nitrobenzene possesses a large  each family should work quite well.
dipole morment. For the remaining compounds, the major (¢3) Ml K.J. ) Am Chen. Sods0 Lz sen gl o
interactions to be considered are dipeieduced dipole and )
)

r =const+ b 8)

106-110.
i i i i (41) Ubbelohde, A. RTrans. Faraday. Socl936 32, 525-529.

London dispersion |nterac.t|.ons between the solgte and the(42 IR and Mass Spoctra by NIST Mass Spec Data Center, S. E. Stein,

stationary phase and additionally the hydrophobic (solvent) director. In: NIST Chemistry WebBook, NIST Standard Reference

; Database Number 69; Mallard. W. G., Linstrom, P. J., Eds.; National
cavity %ﬁeCt' The van der Waals VOIumVVQW) ?‘nd Sur_face Institute of Standards and Technology: Gaithersburg, MD, 20899; March
area §9W) are commonly used for describing interactions of 1998 (http://webbook.nist.gov/).
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eq 11 and (using eq 8) eq 12 follow. 9 8 g 5
o Ffico g
bu/by = (ueplie)™ = (13714 =1.1674  (10) ki ' -
by = b, — 0.1434, (12) _ 5 g//;/y,, 2
S BT, S g
rp =ry — 0.1434, (12) E e 3 g
The modified values of vdW radii for deuterium atoms bound e ;
to sp and sp carbon were then included in calculations of the 002 o=
vdW surface areas and volumes of the isotopologues we have R 0
0.04 T T T

studied (see Tables D and E in the supporting information).
The differences between H and D compounds are given as
AS’dW — s_|vdW _ SDVdW and AVVdW — VHvdW _ VDVdW.

0.0 25

A

; T ; Figure 7. Total isotope effect TIE for transfer from 70% methanol/water
Polarizability Change upon Deuteration. Isotope effects into stationary phases V4V, 30 °C. Linear regressions for aromatic

of H/D substitution on molecular polarizability, and refractive and aliphatic solutes are shown. Toluene, having both aromatic and aliphatic
index have been related to the changes in the zero point energyCH/CD bonds, shows intermediate behavior and is omitted from the

(ZPE) of vibrations, and the polarizability isotope effect (PIE) regressions.
was correlated with vibrationally averaged transition dipole
moments using an argument based upon perturbation théory.
In our work we used a simplified approach to estimate PIE
assuming additivity of atomic contributions to molecular po-
larizability. Atomic polarizabilities, in turn, are related to the
vdW radius according to the SlateKirkwood approximatiors®
Details of the Hamiltonian employed may be found in the
supporting information, along with the values of atomic and
molecular polarizabilities of the isotopologues (Tables D and
E). Again, the difference in vdW radii between isotopologues
results in different atomic and, consequently, molecular polar-
izabilities between H and D compounds, expressedas= The goal of this investigation was to elucidate further the
Oy — Cp. factors that contribute to the phenomenon of hydrophobic
Being small, the changes in molecular properties brought pinging. A better understanding of the interactions involved
about by isotopic substitution are not easily measured experi-\yould elucidate both the factors affecting separation in reversed-
mentally. Therefore, we will employ these theoretical estimates phase HPLC and the nature of hydrophobic interactions in
of isotopic differences to correlate and explain our experimental organic and biological chemistry.
data on binding and isotope effects. Our QSRR analysis of binding to the 10 reversed-phase
QSRR Analysis of the Total Isotope EffectTo investigate HPLC stationary phases we investigated (cf. Results) showed
more quantitatively the nature of the differences in intermo- that the main driving force for binding is strongly dependent
lecular interactions of the stationary and mobile phases with 5, the solute’s McGowan characteristic volume. As indicated
solute molecules, we performed QSRR analysis of the experi-in Results, our QSRR data indicate that the binding to all of
mental isotope effects. In this case, too, it should be emphasized,, stationary phases, even including gheitrophenyl-contain-
that these isotope effects specifically measure only changes ining phase NPO, is primarily hydrophobic in nature.
the properties of the CH/CD bonds of the solute upon transfer e hydrophobic binding phenomenon is complicated by the
from the aqueous mobile phase to the hydrophobic stationaryact that the free energy of binding includes a combination of
phase and thus isolate separately the effect of the binding procesgsfects—both on the solute itself and on the aqueous and
upon just the solute. _ hydrophobic phasesmaking it very difficult to determine the
Molecular size descriptors in QSRR have been employed 10 yings of interactions that may be involved. By examining isotope
elucidate the mechanisms of chromatographic bindiriggure effects upon binding of deuterated vs protiated solutes, we were
7 represents the trends of the total isotope effect, TIE, with a gpje to dissect the binding process and probe just the changes
70% methanol/water mobile phase vs the best descriptor found i, interactions of the solute in the aqueous (mobile) vs the
the difference in van der Waals volumes between isotopologues,hydrophobiC (stationary) phases. This ability results from the
AV¥aW, for each solute. With all stationary phases, there is a fact that isotopic substitution does not significantly affect
clear distinction between aliphatic and aromatic isotopologues. potential energy, so that potential energy effects cancel between
For most of the compounds, there are clear linear trends within isotopologues and, therefore, isotope effects result essentially
the aliphatic and aromatic groups separately, so additional only from the effects of changes in interactions upon nuclear
correlation analysis was done separately for each group. Themations, especially vibrational frequencies. As shown in Results
correlation coefficients, along with the equation significance apove, our measured values have high reproducibility and thus

levels, are presented in Table F of the supporting information.
QSRR analysis was done for the group of all isotopologues, as
well as for the five separate alkanes, all five arenes, four arenes
(without toluene, since toluene contains both aromatic and
aliphatic CH), and three arenes (without toluene and nitroben-
zene, since nitrobenzene is special in being so highly polar).
These results imply that\VeW may serve as a useful, empirical
chemometric predictor of isotope effects in hydrophobic binding
and in reversed-phase HPLC separations.

Discussion

(43) Van Hook, W. A.; Wolfsberg, MZ. Naturforsch.1994 49a 563-577.

(44) (a) Abraham, M. H.; McGowan, J. Chromatographial987, 23, 243~
246. (b) Kamlet, M. J.; Abraham, M. H.; Carr, P. W.; Doherty, R. M,;
Taft, R. W.J. Chem. Soc., Perkin Trank988 2, 2087-2092. (c) Kaliszan,
R.; Nasal, A.; Turowski, MBiomed. Chromatogrl995 9, 211-215.

differences between different types of solutes and stationary
phases are highly significant.

For these reasons, our observed %IE values isolate the effect
of binding upon the solute alone and thus show directly any
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differences in binding interactions of the solute in the hydro- very weakly with, and phase-separate from, both polar and
phobic, stationary phase vs the aqueous, mobile phase. The fachydrocarbon phasé8Taken together, the data mutually support
that the observed values of %IE are different from zero the conclusion that binding to the stationary phases we have
conclusively shows that the interactions of the solutes with the studied is dominated by London dispersion forces between the
hydrophobic phase are different from their interactions with the solute and the stationary phase.
aqueous phase. This already constitutes the first important The differences noted between %IE for aromatic vs aliphatic
finding demonstrated by our experimentthie solute is per-  stationary phases and solutes lead to a plausible model which
turbed upon transfer from the aqueous phase to the hydrophobicqualitatively explains these trends, as follows. It is well-known
phase; i.e., hydrophobic binding is not simply a matter of how that aromatic rings have favorable edge-to-face interactions,
the aqueousss the hydrophobic phase salkes the solute, it including the herringbone structure for crystalline benzéie.
also specifically imolves different interactions of the solute with  is also known that aliphatic CH complexes favorably with the
the aqueousvs the hydrophobic phase, which affect the z-face of aromatic ring$’ Such interactions appear likely to
properties of the solute as well. be present in the binding of solutes and stationary phases when
Positive values of %IE (eq 4) arise when the protiated solute €ither or both contain an aromatic group. It would not be
binds to the stationary phase more strongly than the deuteratedecessary for solutes to be bound entirely through such
solute. This requires that the CH/CD bonds of the solute are complexation, but if on the average there were significant
less restricted in the stationary phase than in the mobile phasecontributions from binding involving aromatie faces, this
Less restricted motion indicates lower force constants in the should directly affect the isotope effects. In particular, analo-
stationary phase than in the aqueous phase, i.e., weakening ogously to hydrogen bonding, but a much smaller effect, the
the CH/CD bonds in the hydrophobic phase relative to the binding of CH/CD to an aromatie face should lower the CH/
aqueous phase. This in turn indicates that the interactions of CD stretching vibrational frequency, and we suggest it is
the solutes with the relatively nonpolar, hydrophobic stationary Probable that this small frequency lowering effect would still
phases arstrongerthan those with the polar, aqueous mobile be larger than the frequency lowering effect that would be
phase. Our experiments show that this weakening occurs forproduced by generalized London dispersion interactions. But
most solutes with a variety of stationary phases. This leads toalso, we believe that use of aromaticelectrons to form such
the second important point demonstrated by our experiments:complexes with CH bonds would, by this small degree of

the hydrophobic phase appears to play an eetirole in electron-withdrawal from the ring carbons, lower by a small
hydrophobic phenomena; i.e., lipophilic phenomena make an amount the stretching frequency of the CH/CD bonds of an
important contribution to the hydrophobic effect. aromatic solute, which should then give enhanced iSOtOpe

As shown above in Results, values of %IE differ for different ©€ffects. _ _ _
types of solutes and stationary phases, also indicating an active Acco.rdmg to thIS_ m_odel, the relat_|ve|y h|gh %IE values for
role of the hydrophobic phase in hydrophobic phenomena. In @romatic solutes binding to aromatic stationary phases would
fact, the results suggest the possible involvement of CH/GD--- be the result of relatively strong aromatic CH/CD edge
(aromatic) interactions as contributing to the observed differ- intéractions with the aromatic stationary phases. The lower, but
ences in isotope effects and hence in the binding process amon%?'” relatively high, isotope effects seen for aliphatic solutes
different types of solutes and hydrophobic phases. Figure 3 inding to aromatic stationary phases would be the result of
shows representative data, but the same trends are found in aleffective aliphatic CH/CD interactions with the aromatic station-
of our data, involving 10 different solutes (cf. Table 1) and &Y Phases, which would give enhanced isotope effects, though
different mobile phase compositions (cf. supporting information, MOt &s large as those resulting from aromagcomatic edge
Table A). A monotonic, rather linear increase in %IE with interactions. The isotope effects for aliphatic solutes binding to
In[a(CHy)], where a(CH,) is the binding strength for a GH aliphatic stationa_ry_phases_ C18 and C8 would not involve any
unit, is found for the five aromatic stationary phases studied. ©f these aromatic interactions and so would be smaller, but
Even the aliphatic stationary phases C18 and C8 give lower blndlng of aromatlc sglutes to the aliphatic statlongry phases
isotope effects than would be expected based on their bindingWould involve interaction of ther face of the aromatic solute
strength and their comparison with the isotope effects seen onWith the aliphatic groups of the stationary phase, giving
the aromatic stationary phases. Moreover, aromatic solutes (tha€nhanced isotope effects for aromatic as compared with aliphatic
is, aromatic CH/CD bonds) all exhibit higher %IE than aliphatic solutes binding tO.allphe-ltlc stationary phases.
solutes (that is, aliphatic CH/CD bonds) for all stationary phases We have also investigated plots of %IE vsdfaHo)],
except the very weakly binding, very polar, MMA phase. where o(C4Hy) is the binding strength for an aromatigH

Our temperature-dependence studies also show that theunit, but the correlation of isotope effect with binding strength
binding process is enthalpy-driven (cf. Figure 5). QSRR analysis of the gromatlc unl_t Is not as good_as wil{CHj), even for .
also indicates that the McGowan characteristic volume of the arpmatlc solutes with aromatic st.a}tlo.nary phases. We beheye
solute is the major variable enhancing solute binding to all of this reSL:]Its from ﬂ:je lmore spec:flc r:nteractlonsh of alromatflc
these stationary phases (cf. eq 6 and Table 2). In addition, ourdroups that our model suggests. In this sense, the values o
calculations oAVVAY, the difference in van der Waals volumes (45) (@) Cornils, BAngew. Chem., Int. Ed. Engl997 36, 2057-2059. (b)
between isotopologues, reveal that it is the best descriptor of ™ Honvah, I. ’T_;'Ra?ai, J.Sciencel994 266 72—75. '
the changes in %IE among different stationary phases (cf. Figure(46) éi) Jennings. ‘("éj BT's;qu?Jrlz?”’sE-;'%Emalingu%rﬁérgh?mI\I/Tiﬁfr?]?lm _
7). The fluorous stationary phases€s shows an inverse Tanabe, KJ. Am. Chem. S02002 124 104-112. Y
dependence of %IE oNVVAW, entirely consistent with the fact (47) (a) Nishio, M.; Umezawa, Y.; Hirota, M.; Takeuchi, Yetrahedronl 995

. X . 51, 8665-8701. (b) Tsuzuki, S.; Honda, K.; Uchimaru, T.; Mikami, M.;
that such fluorous phases, including fluorous solvents, interact Tanabe, K.J. Am. Chem. So@00Q 122, 3746-3753.

13846 J. AM. CHEM. SOC. = VOL. 125, NO. 45, 2003



Isotope Effects on Hydrophobic Interactions ARTICLES

(CHy) may be thought of as reflecting less specific interactions It might be suggested that aromatic solutes, being more
involving London dispersion forces along with, in the case of polarizable than aliphatic, could have some interaction with the
the aromatic stationary phases, the characteristic attractivesilica core of the stationary phases to account for the larger
interaction between an aliphatic Gldroup and ther clouds isotope effects seen in the aromatic series. However, we consider
of the aromatic stationary phases. Thus, usel(@H,), as in this possibility to be very improbable based on our QSRR results
Figure 3, led to more readily interpretable differences and discussed above, which indicate a binding mechanism dominated
suggested the model we are proposing here. by London dispersion forces. In addition, the fact that larger
The fluorous stationary phasessEs and EPOP would be isotope effects are observed for larger aromatic solutes strongly
expected to have very weak interactions with hydrocarbon argues against this interpretation, since the Iarger aromatics
solutes?® The erithaipy measured for bindmg of a Cthit to should have less access to the inner core. At the least, fewer of
the R3Co Stationary phase is indeed Considerabiy less riegativea Iarger aromatic solute’s CH/CD bonds could interact simul-
than that for other Stationary phases (Cf Figure 6) It would taﬂeOUS|y with the core, SO that the Iarger the aromatic solute
then be possible that aliphatic solutes would have strongerthe less the average isotope effect per CH/CD should be affected
London dispersion interactions with the methanol present in the by the core, contrary to what is observed.
mobile phases and that, at sufficiently high percent methanol, The model presented here constitutes our third point, sug-
the total interactions with CH/CD bonds of the solute could be gested by our experimentshe active role of the hydrophobic
larger within the mobile phase than within thes€; phase. As (stationary) phase can be explained by a plausible model which
a result, the CH/CD bonds would have slightly lower stretching invokes specific contributiorsfrom (a) aromatic edge-to-face
vibrational frequencies in the mobile phase than in the fluorous attractive interactions and (b) attracte interactions of aliphatic
phase, which would in turn result in inverse isotope effects (%IE groups with thexr clouds of aromatic groups present as the
<1), as observed for all five aliphatic solutes we have studied solute or in the stationary phase.
(70% methanotwater mobile phase, cf. Table 1). Inverse  So far we have discussed our studies of different types of
iSOtOpe effects are also found for all five aliphatic solutes blndlng Statior]ary phaseS, which have shown that the hydrophobic phase

to F13C, for mobile phase compositions of 80% methanehter plays an active, attractive role in binding. Binding equilibria
and 60% acetonitritewater (cf. supporting information, Table  are of course controlled by the difference in free energies of
A). the solute in the stationary phase vs the mobile phase. To

However, aromatic solutes give normal (%IE greater than elucidate possible interactions of solutes within the mobile
1), though quite small, isotope effects upon binding to the€§ phase, further investigation of the effect of the mobile phase
stationary phase. Both the binding of an aromati¢i£unit composition on the isotope effects was undertaken (cf. Figure
and its enthalpy of binding are significantly weaker than for 4). Itis observed, as qualitatively expected, that isotope effects
the aliphatic CH unit. A possible interpretation of this weak decrease at higher percent methanol in the mobile phase, in fact
binding for the aromatic gH» unit is that, upon binding,  showing a strong parallel with changesaCHy), the binding
aliphatic solutes do to some extent penetrate into the fluorousstrength for a CH unit over the same range of methanol
F13Cy phase, but aromatic solutes may not penetrate so well in concentrations. A leveling of isotope effects between
view of possible repulsive interactions between the potlaFC ~ 30%—20% and 0% methanol is observed for only the C18 and
bonds and ther electron clouds of the aromatic solutes. On fluorous stationary phases, but not for PYE or PBB (aromatic)
the other hand, the weak interactions of aromatic solutes might phases. This leveling effect is difficult to understand at present,
well involve weak attractive interactions of the polar highly at least without trying to invoke highly specific and speculative
electronegative fluorine atoms with the aromatic H/D atoms, interactions. The problem is that, since it involves a different
i.e., weak CH/CD---F hydrogen bonding, which should cause type of dependence on mobile phase composition for different
lower CH/CD stretching frequencies and thus give normal stationary phases, it cannot result directly from any interactions
isotope effects. These effects are small, and so this can only bewithin the mobile phase, since the solute and its interactions

a suggestion at this point. with the different mobile phase compositions are the same no
Finally, the MMA (methyl methacrylate ester) stationary Mmatter which stationary phase is being studied. Hence, the source
phase exhibits even weaker binding of a£liit than the F:Co of this leveling effect must reflect phenomena associated with

phase. The unique feature of MMA is that the isotope effects the stationary phases that would be somehow affected by
are very similar for binding of both aliphatic and aromatic Methanol concentration in different ways for the different types
solutes. This similarity may result from the absence of specific Of stationary phases. Further experiments on a variety of solutes
interactions with aromatic solutes and in that sense supportsSeem necessary to test the generality and nature of this leveling
our model, which explains differences in terms of characteristic effect.

ot face and/or edge interactions. However, of all the stationary  Aside from these leveling effects, however, the changes in
phases studied, MMA is probably most likely to have significant isotope effect with mobile phase composition can be explained
amounts of adsorbed methanol equilibrated from the mobile by increased attractive interactions with the solute by mobile
phase, and this methanol could also be involved in the binding phases of increasing methanol concentration. Such increases
process. From the very weak binding observed, as well as thewould be expected if the nonpolar methyl groups of methanol
suggested interpretation of the similarity of isotope effects for molecules could orient toward and possibly complex with the
aromatic and aliphatic solutes, it may be that such methanol solute molecule, resulting in a more hydrophobic solute
effects are minimal. But, because the possible complications environment within the mobile phase, with interactions that start
of this system cannot be ignored, any conclusion about MMA to resemble those of the solute within the stationary phase. This
must remain speculative. in turn would decrease any differences in the interactions of
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CH/CD within the stationary phase vs the mobile phase and sothe nature of all of the molecule’s CH/CD bonds taken together,
decrease the isotope effect. In fact, a possible explanation ofbut does not depend directly on other parts of the molecular
these rather significant changes in isotope effects would be alongstructure, and thus in turn reflects the capacity of the molecule
the lines of our model above. If methanol forms complexes with for interactions that would give altered CH/CD vibrational
the r faces of aromatic solutes, the change in isotope effects frequencies upon transfer from the aqueous to the hydrophobic
with increasing mobile phase methanol concentrations might phase, resulting in isotope effects. Thus our sixth point is that
be enhanced and might be a larger effect than for aliphatic AV*9W may sepre as an empirical, calculable chemometric
solutes, which are expected to have less specific London predictor of isotope effects for afrse structures.
dispersion type interactions with methanol. This interpretation  In addition, these calculations serve as a sort of corroboration
was suggested by experimental and theoretical evidence supof our interpretations of the observed isotope effects; that is,
porting complexation of ethanol with aromatic rings as the although we cannot directly make use of infrared data since
source of observed antihydrophobic cosolvent effects on ratesthe CH/CD vibrational frequency shifts on transfer from the
of several organic reactiort8 Although a range of solutes has  aqueous to the hydrophobic phase are small, these computations
not been studied over a wide range of methanol compositions, provide an equivalent, alternative measure of expected isotope
we have determined isotope effects for all 10 solutes investigatedeffects which is both consistent with observatiamsl capable
with 80%, 70%, and in some cases 60% methanol (cf. supportingof being used for predictive purposes for other structures.
information, Table A). With very few exceptions, mostly  Our data demonstrate significant molecular interactions with
involving the polar nitrophenyl NPO and fluorous;s€e the solute upon its binding into hydrophobic environments. The
stationary phases, plots of %IE vs percent methanol uniformly data also suggest interactions of methanol with the solute when
give slopes about half as great for aliphatic as for aromatic it is in the aqueous watemethanol environment. A model
solutes. Hence the fourth point derived from our experiments which invokes relatively specific aromatic edge-to-face and
is thatthe sensitiity of isotope effects to changes in mobile glkyl—7 face interactions with aromatic solutes as well as
phase composition is approximately half as great for aliphatic aromatic groups present as part of hydrophobic phases is found
as for aromatic SO'UteS, results which are consistent with more to exp|ain the differences observed among aromatic and a|iphatic
specific interaction of aromatic solutes with methanol, probably structural types. While less specific interactions could conceiv-
involving HOCHs---r face complexation. ably explain our observations, the major trends observed, all of
Though our data on temperature dependence are limited towhich are consistently explained by our model, do rather

four representative hydrophobic (stationary) phases and only astrongly support this model at least as a working hypothesis.
few solutes (cf. Figures 5 and 6), they indicate that the transfer

from aqueous to hydrophobic phase is dominated by a negativeConclusions
enthalpy contppuﬂon, meaning that solutes are more strongly We have investigated the effects of (a) solute structure
bound by their interactions with the hydrophobic phase than .

th th th h Th ; h is also f including both aliphatic and aromatic solutes, (b) hydrophobic
0se with Ine aqueous phase. 1he entropy change IS aiso oun({s]tationary) phase structure, and (c) hydrophilic (mobile) phase
to be uniformly negative, showing that the motional freedom

fh lute is actuall tricted in the hvdrophobic oh composition on the equilibrium transfer of solutes from hydro-
otthe solute 1S actually more restricted In the nydrophobic phase philic to hydrophobic phases. In this way, we are able to
than in the aqueous phase. These results lead to our fifth point:

thev implv thatthe hvdrobhobic ph K d fold d determine the importance and investigate the nature of each of
€y Imply thafthe hydrophobic phase packs and 101ds around ,ose three variables. In particular, by study of solute isotopo-
the solute to gie significant binding interactions that appear

: ) . logues we determined isotope effects, which constitute a unique
also to restrict the motional freedom of the solute, while any

: . probe of hydrophobic binding, i.e., of the transfer of the solute
aqueous soknt cage around the hydrophobic solutes interacts from the aqueous to the various hydrophobic phases. From this
less strongly and ges less restriction of motional freedom.

. . . : ; information we draw the following conclusions.
Our calculations of isotopic property differences for different . N .
. . (1) The fact that the isotope effects change significantly with
solutes show that the difference in van der Waals volume of different hydrophobic (stationary) phases demonstrates that
isotopologuesAVWIW, for each solute is the best descriptor found yarop y) P

for correlating the observed isotope effects (cf. Figure 7). This lipophilic p_henomena make an ”_“p"”a“‘ co_ntnbutlon (o the
. . . . hydrophobic effect. The solute is not passively transferred
empirical correlation provides a potentially useful means of

. . without change from the hydrophilic to the hydrophobic
evaluating the isotope effects to be expected for more CornpleXenvironment but rather the solute itself is perturbed by the
structures. We should emphasize th®¢vdW is a specific ' P y

(calculated) property of individual solute molecules, a property changehfrofm onhe e.nvironmefr;t o the Othir' ith th
which we find empirically to be a good predictor of isotope (2) The fact that isotope effects are uniformiyl (with the

effects. The fact than\VdW is a good predictor, although it exgeptiqn of one fluorous stationary phasg_goa, Wh_iCh is .
involves volume, not surface areA%, the corresponding unigue in having simultaneously hydrophobic and lipophobic

i 5
surface area difference, was found to be a less effective predictororc’pert'es‘) shows that solute CH/CD bonds hasgonger

of the observed isotope effects), suggests W provides interactions in hydrophobic environments than in hydrophilic
a combined measure of possibilities for interactions and in Someenwronment_s. o )

empirically appropriate way approximately combines aspects (3) The differences in isotope effects among aromatic vs
of surface area plus aspects of polarizability (expected to be aliphatic solutes and among aromatic vs aliphatic stationary

volume-dependent). This specific molecular property reflects Phases can be nicely explained by a plausible model which
invokes relatively specific aromatic edge-to-face and atay!

(48) (a) Breslow, R.; Groves, K.; Mayer, M. U. Am. Chem. So@002 124 ; ; ; ; ;
3622-3635. (b) Breslow. R.- Groves, K.: Mayer, M. Buira Appl. Chem. face interactions with aromatic solu_tes as well as aromatic
199§ 70, 1933-1938. groups present as part of hydrophobic phases.
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(4) We find that mobile phase interactions, at least in the  (6) The finding thatAVdW is the best empirical molecular
case of methanelwater mobile phases, also influence the property descriptor for chemometric correlation of our observed
isotope effects; that is, the isotope effects are partially deter- isotope effects implies that calculated valueAbfdW may serve
mined by interactions of at least the mobile phase componentas a valuable predictor of isotope effects for diverse structures
methanol with solutes and are not solely dependent on interac-in hydrophobic binding and in reversed-phase HPLC separations.
tions of solutes with the hydrophobic phase. The fact that the
position (percent methanol in metharovater mobile phases) ~ ©f Science (JSPS) for postdoctoral fellowships (P97379 to M.
is approximately half as great for aliphatic as for aromatic solutes Turowski and P97273 to J. Meller) and the related Monbusho
is also consistent with this model, in that specific interactions Grant-in-Aid, allowing us to conduct the investigations reported
of aromatic solutes with methanol in the mobile phase, probably here. We also express our gratitude to the Neos company for
involving HOCHs---7 face complexation, would be expected their material support (columns).
to cause an increased sensitivity to solvent composition of the

isotope effects for aromatic solutes. Supporting Information Available: Tables A-F, containing

(5) The enhanced binding of solutes within the hydrophobic details of adjustments to van der Waals radii and calculation of
9 yarop atomic and molecular polarizabilities for isotopologues. This

phases also gives entropy effects which indicate that the material is available free of charge via the Internet at
hydrophobic phases restrict the motional freedom of solutes even 9
http://pubs.acs.org.

more than any possible solvent cages present around hydro-
phobic solutes in the aqueous phase. JA036006G
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